
 
Short Abstract — We can model the dynamics of certain 

cellular processes via the chemical master equation. Analyzing 
the system becomes especially burdensome as the number of 
chemical species being tracked increases. Numerous recent 
attempts have been made to alleviate this so-called curse of 
dimensionality using tensors (i.e., multidimensional arrays), 
because tensor-based approaches have been found to scale 
linearly with species count. We develop tensor-based strategies 
to approximate the probability distribution in the long run, 
after the transient behavior of the system has dissipated, with 
an emphasis on constructing iterative methods that scale 
efficiently as more chemical species are introduced to the 
system. 
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I. MOTIVATION 

HE chemical master equation yields a system of linear 
equations that is frequently represented in matrix form: 

 
Ap = ṗ 

 
where A is the n x n sparse transition rate matrix and p is an 
n x 1 vector enumerating the (time-dependent) probability of 
the n possible chemical configurations of the system. The 
derivative of the probability vector, ṗ, will simply be the 
zero vector when the system is in statistical equilibrium. 
Solving such a system using traditional methods requires 
O(n3) steps [1]. Numerous approaches have been 
implemented to arrive at a solution more efficiently, but they 
tend to suffer from the curse of dimensionality to varying 
extents.  
  

II. TENSOR APPROACH 

In recent years, tensors have been touted as a means of 
vastly reducing the computational burden involved in 
analyzing systems modeled by the chemical master equation. 
A straightforward means of converting the problem from 
matrix format to tensor format is to reconfigure p into a 
multidimensional array of dimension 

 
n1 × n2 × … × nd 
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where nj – 1 is the maximum copy number of the jth chemical 
species and d is the number of chemical species being 
tracked in the system [2-3]. The transition matrix A is 
likewise reformatted to tensor form and a multiplication 
operation relating A and p is defined accordingly. 
 Unlike the matrix formulation, tensor representation holds 
the advantage of preserving in its structure information 
concerning the underlying geometry of the system. Vast 
computational savings are realized when the 
multidimensional arrays are factored into a low-rank 
approximation using methods such as tensor train 
decomposition [4-8]. Tensor-based approaches have already 
been applied to the study of the chemical master equation’s 
stationary solution [9]. Here, we present new iterative 
techniques to approximate the stationary solution using 
tensors and compare their computational efficiency to more 
traditional methods. 
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