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Short Abstract — We recently developed an entire data-

driven approach for network inference based on free energy 

minimization. The method outperformed performance with 

published methods in predicting coupling strengths of 

stochastic processes, especially in the regimes of little 

observed samples and large variance of couplings. Using 

latent variables, we extend the method to recover the network 

when only a partial system is available. Our method can infer 

accurately the states of latent variables, the coupling 

strengths and the number of latent variables.          
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I. PURPOSE 

REDICTING network connections from observed data is 

a critical topic, not only in quantitative biology but 

also in other areas, more generally, data science [1]. 

Statistical methods have been developed based on naïve 

mean field [2], Thouless-Anderson-Palmer mean field [2], 

exact mean field [3], and maximum likelihood [4]. 

However, these methods work well only in the weak-

coupling and large number of observed sample regimes. 

We recently developed an approach based on free energy 

minimization (FEM) and demonstrated that our method has 

a better performance than previous methods for strong-

coupling regimes, especially in the limit of few observed 

samples [5].  

Our aim is to extend the FEM method to infer network 

connections when available data does not contain every 

variable but some of them are unobserved.     

II. METHOD 

Our method combines FEM and maximum likelihood for 

latent variables and contains the following steps: (i) Assign 

the state of latent variables as random; (ii) Infer interaction 

between variables based on FEM [5]; (iii) Update the state 

of latent variables with a probability P2/(P1 + P2) where P1 

and P2 represent the likelihood of systems before and after 

the updating; and (iv) Repeat steps (ii) and (iii) until the 

discrepancy of actual and its expectation value of variables 

becomes saturated. The number of latent variables can be 
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estimated from the minima of the average of the 

discrepancy over the total number of variables. 

III. RESULTS 

We first tested our method to infer the coupling strengths 

in the kinetic Ising model in a system of 100 variables, 

using the states of only 60 variables. We could recover 

successfully the states of the 40 latent variables and the 

coupling strengths. We then applied our method to recover 

a neural network from neuronal activities in the salamander 

retina [6]. After inferring the neural dynamics couplings 

and the external local fields and the state of latent 

variables, we recovered the neuronal activities with an 

accuracy of 80% (Figure 1). 

 
Figure 1. Inference of neuronal activity. Raster of 100 

neuronal activities from experimental data (top) and our 

prediction (bottom).   

IV. CONCLUSION 

Extending our FEM method, we proposed an iterative 

algorithm with latent variables to infer the coupling 

strengths and the configuration of latent variables. 

Applying this to neuronal data, we can infer accurately 

activities. Besides better performance, our method is 

parameter-free and generalizes to many data types. 
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