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Short Abstract — Gene perturbation experiments are 

commonly used in the reconstruction of gene regulatory 
networks. Given the statistical nature of the data, an important 
question is the determination of the p-value threshold which 
will be used to define a perturbation effect. We propose to use 
graphical methods rather than multiple testing procedures to 
determine this threshold.  In particular, for each possible 
threshold, the structure of the resulting network can be 
compared to randomly generated graphs, and the threshold 
chosen by observing significant deviations from chance. The 
procedure will be illustrated using simulated networks, as well 
as on perturbation experiments performed on the yeast 
genome.  

I. INTRODUCTION 
HE reconstruction of gene regulatory networks using 
perturbation data has been successfully implemented in 

recent years [1-3]. One outstanding issue is related to the 
statistical nature of the data. The determination of a 
perturbation effect (target gene expression altered by 
perturbation of control gene) takes the form of a hypothesis 
test. The acceptance of the p-value as small implies the 
existence of a directed edge or path (control to target) in the 
network graph. Network reconstruction thus depends on the 
selection of a p-value threshold, which may be selected 
according to principles of multiple hypothesis testing. 
However, the number of perturbations detected, and hence 
the complexity of the reconstructed network, will depend as 
much on sample size as on biological fact.  

As an alternative we may accept the ordering of 
perturbations implied by the p-values, and hence the 
hierarchical sequence of the resulting networks obtained by 
varying the p-value threshold. The decision as to which of 
the networks to accept will be made with reference to the 
structure of the networks rather than the magnitudes of the 
p-values.  

II. METHODOLOGY 
Principles of coding theory have been applied to the area 

of graphical modeling [4], particularly in the context of the 
Minimum Description Length principle [5] for complex 
modeling.  We propose an algorithm in which for each 
network of the hierarchical sequence the length of a code 
required to code the underlying graph is estimated. A 
reference distribution is then estimated by randomly 

generating graphs with the same number of edges, 
estimating the required code length of each. We expect that 
a gene regulatory network will contain more structure than is 
explainable by chance [6], resulting in a statistically shorter 
code length compared to the reference distribution. A 

threshold may then be selected on the basis of significant 
deviation from the random graphs.  
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The procedure will be applied to a selection of simulated 
networks, as well as to deletion experiments performed on 
270 genes from the yeast genome  [7] (each possible 
control-target pair is tested). The above figure shows the 
number of standard deviations from randomness that was 
observed by each network in the hierarchical sequence up to 
500 edges. The procedure flags the network with 141 edges 
as being of particular interest.  

In this presentation we will show these findings in more 
detail, and discuss their implications.   
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