
  
Short Abstract — Biological networks consist of a large num-

ber of variables that can be coupled by complex multivariate 
interactions. However, several neuroscience, cell biology, and 
genetics investigations have reported that observed statistics of 
network states can be approximated surprisingly well by pair-
wise factor models, also known as maximum entropy models 
that constrain correlations within pairs of variables. Here we 
argue that this approximation is expected to work for a large 
class of interaction networks provided such distributions are 
sufficiently constrained, so that only a handful of well-defined 
states are highly probable. This observation is related to the 
Hopfield approximation of the landscape over network states. 
Success of pairwise models in applications to real systems can 
be explained by a recent argument that maps network states 
onto random satisfiability problems and to constrained optimi-
zation performed by evolution.  
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entropy, satisfiability, coarse-graining. 

I. INTRODUCTION 
IOLOGICAL systems are complex networks with highly 
coupled elements. Experimentally, it would be very 

costly to study all possible interactions among the elements 
of the network, whether it is a cellular regulatory network or 
a neural network. Phenomenological coarse-grained models 
able to approximate statistical dependences in the data with-
out accounting for all microscopic interactions are needed. 
Several recent studies have shown that pairwise factorial 
models, known as maximum entropy models, can serve this 
purpose. In neural [1], cell biology [2,3], and genetics [4] 
applications, such approximate models provide remarkably 
accurate fits for dependences in data, where true biological 
interactions should be a lot more complex. Here we investi-
gate computationally under which conditions the quality of 
the approximation holds.  

II. METHODOLOGY 
We describe the state of every variable in the network as a 

binary variable σ i  (expressed or not expressed), also known 
as an Ising spin. Then the state of the network is defined by 
long binary words. The question of validity of the pairwise 
maximum entropy model [5] is then equivalent to the ques-
tion of whether the distribution of states of the network can 
be approximated by a Boltzmann distribution with an effec-
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tive pairwise Ising Hamiltonian 
Heff = − J effij  σ iσ j∑ − heffi  σ i∑ . We investigate networks of 

N~20 spins coupled by M randomly chosen interactions with 
random strength, where each interaction couples three or 
four spins; for example Htrue = − Jijklσ iσ jσ kσ l∑ . We then 

use the Blahut-Arimoto algorithm to find an effective pair-
wise model that best approximates the true distribution. 

III. RESULTS AND CONCLUSION 
The figure illustrates that pairwise maximum entropy 

models provide highly accurate approximations to data 
whenever the overall network connectivity (measured by M 
and the scale of true couplings J) is high, and entropy per 
spin is low. We emphasize that this holds even though there 
are no true second order interactions in networks being ap-
proximated. In this regime, the number of highly probable 
network states (which we call phenotypes) is low.  

This success of pairwise models can be explained by an 
observation that a Hopfield network [6] that uses phenotypes 
as memories is guaranteed to approximate the data well in 
this “nearly-frozen” regime. As was argued recently [7], 
evolution drives biological systems to satisfy as many con-
straints as possible, and hence many systems will find them-
selves near the satisfiability threshold [8]. The states that 
satisfy most constraints and are highly probable are few and 
far in between, which is the regime where pairwise models 
succeed. Therefore, our findings should be relevant for a 
wide class of biological systems, suggesting a way of con-
structing coarse-grained models of biological networks, fo-
cused on phenotypes rather than on network variables. 
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