
  
Short Abstract — Recently it has become possible to measure 

simultaneous collective states of many biological components, 
such as neural activities or antibody sequences.  Strikingly, the 
underlying probability distributions of these systems often 
exhibit a feature known as Zipf's law. They appear poised near 
a unique critical point, where the extensive parts of the entropy 
and energy exactly cancel. Here we present analytical 
arguments and numerical simulations showing that such 
behavior naturally arises in systems with an unobserved 
random variable that affects the observed data. The mechanism 
does not require fine-tuning and may help explain the ubiquity 
of Zipf's law in disparate systems. 
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I. PURPOSE 
N this work [1], we present analytical arguments and 
numerical simulations showing that Zipf’s law [2,3] 
naturally arises in systems with an unobserved, fluctuating 

random variable. In particular, we consider a directed 
graphical model where a hidden variable couples to the 
observed degrees of freedom. The coupling to the observed 
data may be heterogeneous and not conditionally 
independent given the hidden variable. We show analytically 
that if the distribution of the hidden variable is not too 
sharply peaked, under general conditions the resulting data 
will exhibit Zipf's law in the thermodynamic limit. This 
prediction is tested via numerical simulations of multiple 
model systems. Finally, we demonstrate this mechanism at 
work in data using the spiking output of a blowfly motion-
sensitive H1 neuron [4] in response to a time-varying input 
stimulus. 

II. RESULTS 

A. Analytic results 
Zipf-like criticality is a generic property of distributions with 
fluctuating hidden variables. We show analytically that 
Zipf's law naturally emerges for large system sizes for 
probability distributions of the form 
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where  is the partition function 
and any form of (conditional) interactions among the 
neurons can be included in the energy. This type of 
distribution may emerge, for example, when neurons are 
driven by a common sensory stimulus, or if their 
physiological state is affected by, e.g. temperature of the 
preparation. 

B. Numerical simulations 
In addition to analytical calculations valid in the 
thermodynamic limit, we numerically test the validity of our 
analytic result for finite system size in two systems: (a) a 
collection of non-identical but conditionally-independent 
spins, and (b) an Ising model with random interactions and 
fields.  

C. Example: H1 neuron 
To see our mechanism at work in data, we consider a neural 
spike train from a single blowfly motion-sensitive neuron 
H1 [4] stimulated by a time-varying motion stimulus. We 
discretize time and interpret the spike train as an ordered 
sequence of spins, corresponding to the absence/presence of 
a spike in each time bin. Importantly, the probability of a 
spike in a time bin depends on the stimulus velocity. The 
rank-ordered plot of spike patterns produced by the neuron is 
remarkably close to Zipf behavior. We also simulated a 
refractory Poisson spike train using the same stimulus. The 
rank-ordered plot for this model still exhibits Zipf's law. 
 

III. CONCLUSION 

 Our work demonstrates that Zipf's law can robustly 
emerge due to the effects of unobserved hidden variables. 
While our approach is biologically motivated, it is likely to 
be relevant to other systems where Zipf's law has been 
observed, and it will be interesting to unearth the dominant 
mechanisms in particular systems. Our work nonetheless 
suggests that biological systems operate in a special regime. 
The system size required to exhibit Zipf’s law depends on 
the sensitivity of the neurons to the hidden variable 
fluctuations. The system must be well adapted for Zipf-like 
behavior to emerge at moderate system sizes. 
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