
  
Short Abstract — Molecular machines are essential for the 

survival and proliferation of cells.  Despite their importance, 
the assembly dynamics of these machines are currently not well 
understood at a quantitative level.  This is due in part to the 
lack of efficient computational tools for simulating their assem-
bly.  We have developed a computational framework for effi-
ciently modeling the self-assembly of arbitrary macromolecular 
structures using both deterministic and stochastic techniques.  
We applied our method to simulate the assembly of the protea-
some Core Particle (CP) on timescales of hours, demonstrating 
the generality and efficiency of our approach. 
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I. INTRODUCTION 
ACROMOLECULAR machines such as the ribosome or 
the proteasome perform essential cellular tasks.  These 

structures are constantly being lost from cells due either to 
degradation or cell division.  In order to replace lost mole-
cules, the cell must constantly synthesize the subunits that 
form these machines; the subunits subsequently assemble 
into active structures. In many cases, assembly occurs as a 
diffusive process and can be described by a series of reversi-
ble association reactions between assembly intermediates. 
 Most previous attempts at modeling assembly have fo-
cused on viral capsids and related systems [1,2].  These ap-
proaches construct physically or geometrically realistic 
structures from a set of monomer species, and rely exclu-
sively on stochastic simulation approaches. As a result, in 
many cases these models are limited by the computational 
time needed to achieve biologically relevant timescales. 
They are also often not readily extensible, requiring signifi-
cant modification to simulate different classes of structures. 
 In this work, we developed a novel simulation approach 
that can be applied to essentially any macromolecular struc-
ture of interest. 

II. RESULTS 
 We employ a binary representation of structures (either 
the fully assembled macromolecule or intermediates), as 
pioneered by Saiz and Vilar [3]. For structures that are not 
too large, one can use this representation to efficiently enu-
merate all possible intermediate species and the association 
reactions between them.  The resulting Chemical Reaction 
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Network (CRN) can be translated into a system of Ordinary 
Differential Equations (ODEs) using a few straightforward 
principles [4,5].  In cases where this is feasible, the effi-
ciency of integrating ODEs provides incredible decreases in 
computational costs compared to stochastic approaches [1]. 
 Some structures, however, generate far too many interme-
diates to be simulated using ODEs.  The 20S CP of the pro-
teasome, for instance, consists of a total of 28 subunits, 14 α 
and 14 β proteins arranged in an α7β7β7α7 stacked ring archi-
tecture [6].  We have shown that this structure can generate 
over 6 million unique intermediate structures, making an 
ODE-based approach impossible. 

 We thus developed a stochastic self-assembly simulator 
directly inspired by rule-based approaches to modeling cell 
signaling dynamics [7,8].  Since we encode structures using 
binary strings [3], most operations can be performed using 
bitwise operators, resulting in a very efficient codebase.  We 
have applied this technique to the 20S CP structure from ar-
chaea: we can simulate 1000s of α and β subunits assem-
bling for over 3 hours, which is the experimentally observed 
self-assembly timescale [6].  These simulations take minutes 
on a laptop computer.  

III. CONCLUSION 
We have developed a general simulation framework that 

can be applied to essentially any structure whose assembly is 
important to living systems.  The framework allows users to 
generate CRNs/ODEs when possible, but provides efficient 
stochastic simulations when combinatorial complexity pre-
vents the application of deterministic techniques. 
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